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ABSTRACT. We define Shukla cohomology for associative algebra bun-
dles and we prove the Wedderburn decomposition theorem.
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1. INTRODUCTION

The classical “Wedderburn Principal Theorem” | defines a finite-dimensional
Algebra A over perfect field F' as the vector space direct sum of its radical
ideal J and sub-algebra S : A = S @& J. Hochschild presented a coho-
mological proof for this theorem. The proof reduces to a case for J2 = 0.
Linear right inverse of the map A — A/J is s. In Hochschild cohomology
theory, the s(zy) — s(x)s(y) function results in J-valued 2-co-cycle. Be-
cause A/J defines a separable F-algebra with vanishing cohomology groups
with positive dimension, hence resulting in a map: “g : A/J — J for
s(zy) — s(x)g(y) — g(zy) + g(x)s(y)”. Therefore, 1p = s+ ¢ is an alge-
bra homomorphism which is the right inverse of A — A/J. Also, A=S®J
is satisfied if S is the )(A/J) sub-algebra. If algebra A is over the general
commutative ring K, it is possible that s, a linear-right inverse does not
exists [4].

Here we define Shukla cohomology for associative algebra bundles and
prove the Wedderburn decomposition theorem.

2. SHUKLA COHOMOLOGY FOR ASSOCIATIVE ALGEBRA BUNDLES

Let £ = |J,cx &« be an associative algebra bundle with unity and (V,d) =
Uzex (Va,dz), where (V,d,) is a differential graded algebra of &, [4]. Then
we call (V, d) as graded algebra bundle of . A morphism e : V' — £ is called
an augmentation of (V,d) if e, : V; — £, is an augmentation if (V,d,).
Then (V,d) is free resolution of £ with exact sequence

d dn—1 do=¢
=V BV SV = e — 0.

Define V,, inductively on kerd,_; elements which are non-trivial. Con-
sider the product of graded tensor V®- - -®@V = V" (r times V) with grading
(V®), and natural differential d,4 as the alternating sums of d differential
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applied for every entry on one time, further the grade achieved by adding ho-
mogeneous element grades in a tensor element. Co-chain groups are defined

as, CP4 = Homy, ((V®p)q,n) of the bi-complex C**(V — &) with vertical

differential 64 : CP9 — CP9*! and horizontal differential 6, : CP4 — CPT1¢
defined as follows:

P
dqg (a1, ... ,ap) = — Z(—l)eiflg (a1,...,da;,...,ap),
i=1
(g€ CP e =i+ Jar| + -+ Jail)
g (a1, .., apt1) =€ (a1) g (az, ..., aps1)

p
+ Z(—l)etg (at,...,@i0;41,...,a0p11)
=1

+ (=) P g (aq, ..., ap) e (apt1) -
Shukla cohomology of £ groups with 7 values are defined as the coho-
P+q=n PCP1 § =6, + 6d) cochain complex, that

is C**(§), the total complex. These cohomology groups are denoted by
HS™(&,n); so that,

mology groups of (C” =3

HS™(€,n) = H™ (C*,5).

Theorem 2.1. If J is a nilpotent ideal bundle of an associative algebra bun-
dle & such that second Shukla cohomology groups of £/.J is zero, HS*(¢/J,n) =
0 for every &/J-bi-module bundle . Then there is a sub-algebra bundle S in
& such that E =S & J.

Proof. Assume J is the non-trivial ideal bundle which satisfies the condition
J? = 0. Denote &/J by Bj; i, the inclution map of J in &; canonical projection
m: & — B. Then we have an extension of B by J

0—J-%¢ B 0.

Hence, there is vector bundle morphism defined by, x : B — £ [1]. By
defining the right and left actions, we can make J into B-bi-module bundle:
Define

pr:BeJ— J,
by

pi(a,u) = k(a)u,
and

p2:J®B— J,
by

p2(u,a) = uk(a),
for all a € By, u € Jy, then J becomes a B-bi-module bundle.

Let V = U,cx Ve and € : V' — B the standard construction. Define the
morphisms, f: Vo x Vyp — Jand g: Vi — J by
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f((u), (v)) = w(uv) = K(w)r(v),

g ((Z T (uz)>> = Zrm (u;),
i=1 =1

n
where Zmui =0(u,v,u; € By and r; € K).

i=1
Thus, Y " | i (u;) € kere whose pre-image in homogeneous K-base under
di: Vi = Vo is (307, 7 (u;)). Morphism can be defined with an ordinary
linear extension as f € Homg (Vy ®x Vo, J) and g € Hompg (V1,J). So the
“Shukla 2-co-chain” is denoted by (f,g). Now, (f,g) is also proved as the
“Shukla 2-co-cycle”.

(1) We have

(0) ((w), (v), (w)) =uf((v), (W) = f((w), (w)) + f((u), (vw)) = f((u), (v))w
=s(u)[s(vw) — s(v)s(w)] — s(uvw) + s(yv)s(w)
+ s(uvw) — s(u)s(vw) — [s(uv) — s(u)s(v)]s(w) = 0.
(2) f u,v; € Band Y ;| rjv; = 0 then

(66 +64) (f. 9) ( (Zﬁ Uz)))
() -0 (S 009)) + s .0
= s(u) (ZWS(W)) - ZMS uv;) + Zm [s (uv;) — s(u)s (vs)]

=0.
(3) Also:

(6 +60) (f,9) (3o () - (w)
=g ((Z T (WU)) -9 (Z ri (Uz'))) =Y rif ((v) s (w)
= s (vaw)) = [ ris (00)] s(w) = i fs (vrw) = s () s(w)]
=0

(4) For V,, the K—homogeneous base elements is defined as, (3", k; (n;)),

for Z;ﬂil kin; =0in Vg and n; = Z;ﬂ:ll Tij (uij) such that Z]- T3l =
0 in B, for each i value. Hence,

1) (k1)) = g (3 s (o)) = _ikig ()
Zkzg«zw u )) - )

()

= —9(0) =0.
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Since Y k;n; is the last non-trivial argument.
Linearity implies that the pair (f, g) is the “Shukla 2-co-cycle”. According to
the definition, HS?(B,.J) = 0, indicating that normalised Shukla 1-co-chain
exists for, (f,g) = (dph,04h), h € Homg (Vp, J). Considering ¢ : B — A
map defined by:

¥(u) = s(u) + h((u))
for each u € B,. Next 1 is defined as the algebra bundle morphism and
right inverse of 7. Proof is complete when J? = 0, because we assume that
S = ¢(B). To conclude, it is noted that,
(1) moyp=Idp asmos=Idg; moh =0;
(2) ¢ is K-linear: For, Y ' | rju; € By, For,

s (Z mui) =D _rnis(u) =g (((Z ”ui) 2 (ui)))
— (64h) (((Z mui) =Y (Ui)))
=> rih((u)) —h ((Z ”ui)) :

" (Z riui) =5 (Z mui) +h ((Z n—m))
= ris(w)+ Y rib((w))
= Zmﬁ (ui) -

(3) % is multiplicative:

P(u)p(v) = [s(u) + h((w))][s(v) + h((v))]

= s(u)s(v) + h((uw))v + uh((v))
= s(uv) — f((u), (v)) + dh((w), (v)) + h((uv))
= s(uv) + h((uwv)) = Y (uv).

By the standard “Hochschild Induction Argument” on nilpotency degree n of
ideal bundle J is used to wrap up the proof. First, observe that our argument
for n = 2 causes 0 — J/J? — ¢/J* — B — 0 to split. When this happens,
a sub-algebra bundle of ¢ called ¢ exists, and 0 — J?> — ( = B — 0 is
the exact sequence that also splits according to the “Induction hypothesis”.
Consider S to be the image of B in ¢ under splitting morphism. Then S
satisfies A =S @ J, which completes the proof.

O
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